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Abstract 
The Accelerated Overrelaxation (AOR) method is basically a stationary iterative method for 
obtaining solutions for system of linear equations. Such sets of equations can also be solved by 
employing direct methods. However, iterative methods, particularly the AOR method are mostly 
suitable when the coefficient matrices 𝐴 are sparsely large.  A new variant of the AOR method 
designed to speed up convergence of AOR iterative method for solving system of linear 
equations  𝐴𝑧 = 𝑏  is proposed. Simply referred to as Triple Accelerated Overrelaxation (TAOR) 
method, the method is a three-parameter generalization of the Successive Overrelaxation (SOR) 
and AOR methods. Convergence conditions of the method for 𝐿 −matrix, 𝐻 −matrix and 
irreducible matrix with weak diagonal dominance are studied. Numerical samples to demonstrate 
the efficiency of the method are presented. The findings indicate the superiority of the proposed 
TAOR method over the AOR method in terms of convergence rate. 
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Introduction 

Consider a system of linear equations in the matrix form; 

   𝐴𝑧 = 𝑏                                                                              

𝐴 is the matrix of coefficients, 𝑏 is the column vector of constants on the right hand side, and 𝑧 

is the column vector of the unknowns. If  𝐴 has a non-vanishing diagonal elements, then a usual 

splitting of  𝐴 are obtained thus: 

𝐴 =  − 𝐿 −                                                                      

Where     and  𝐿   are the strictly upper and strictly lower components of  𝐴  respectively, and  

  is the diagonal part of 𝐴. The linear system in (1) can be normalized in such a way that the 

diagonal elements are all 1s, whereby the matrix   𝐴  can be expressed as 

𝐴 =  − 𝐿 −                                                                        

Hadjidimos (1978) invented the AOR method, a two-parameter generalization of the Jacobi, 

Gauss-Seidel and SOR methods. By employing the above splitting, the AOR method is governed 

by the relation 

𝑧     =     𝑧
      −  𝐿    �̇�                                                     

Where 

    =   −  𝐿      −       −   𝐿        

 

The AOR method, viewed as an extrapolation of the SOR, having overrelaxation parameter   and 

extrapolation parameter   =   ⁄  , was derived through the interpolation procedure with respect 

to the sub-matrices in application of a general linear stationary schemes (Hadjidimos, 1978; 

Hadjidimos and Yeyios, 1980). Wu and Liu (2014) presented an alternative form of AOR called 

Quasi Accelerated Overrelaxation (QAOR) method. This method generalizes the modified 

Successive Overrelaxation (KSOR) method of Youssef (2012) from the AOR point of view, 
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although it is not as efficient as the AOR and KSOR methods. Youssef and Farid (2015) 

introduced an extrapolated variant of the KSOR method called the KAOR method. The method is 

more efficient than the AOR and QAOR due to the fact that they considered the negative values 

of the relaxation parameters which produces a remarkable outcome to the effect that optimum 

values occurred in the negative domain. Most recently, Vatti et al. (2019) proposed another 

version of the AOR method called generalized Parametric Accelerated Overrelaxation (PAOR) 

method, an efficient method designed to solve non-square system of linear equations.  

This present work attempts to modify the AOR method in order to improve its effectiveness by 

introducing one more parameter to its present form. 

 

Derivation of TAOR Method 

Consider a general linear stationary iterative method of the form; 

       𝐿   𝑧
     =        𝐿        𝑧      𝑏                    =                 

where     =          are constants to be determined        and 𝑧    an arbitrary initial 

estimation to the solution 𝑧 (Hadjidimos, 1978). 

     
 𝐿  𝑧     =    

     
 𝐿    

    𝑧      
 𝑏         =                                  

where   
 =

  

  
  =       ,  

  

  
=    and for scheme (6) to be consistent with system (1), we 

proceed from (6) thus 

   −   
       

 −   
  𝐿 −   

     𝑧 =   
 𝑏                                   

By substituting 𝑧 = 𝐴  𝑏 into (7) and multiplying both sides of the equation by 𝐴 results in   

  −   
       

 −   
  𝐿 −   

      
 𝐴                                      

Since from (2), 𝐴 =  − 𝐿 −   , the following relationships are obtained from (8)  

 −   
 =   

    
 −   

 = −  
         −   

 = −   
                           

Equation (9) give the following three– parameter solution of the method: 

  
 = −        

 =  −     
 =   −         

 =      
 =          

Where                are any 3 fixed parameters. As a consequence, equation (6) results in 

  −      𝐿  𝑧     =    −       −       𝐿      𝑧     𝑏                 

Where  𝐿 =    𝐿   =           =              =    𝑏.  

We obtain 

   −      𝐿 𝑧     =    −       −       𝐿     𝑧           =                 

Method (11) or (1 ) is now the proposed Triple Accelerated Overrelaxation iterative method 

called TAOR. The new parameter   will be called super acceleration parameter,    the 

acceleration parameter and   the overrelaxation parameter. The TAOR method can also be 

written in a more compact form as 

𝑧     =       𝑧      −      𝐿                                               

The notation          is utilized to represent the TAOR iteration matrix which is represented as 

      =   −      𝐿      −       −       𝐿                    

The spectral radius of the TAOR method is the largest eigenvalue of its iteration matrix denoted 

as  (      ). The options of         for         =                                          

coincides to methods of AOR, Jacobi, Extrapolated Jacobi, Gauss-Seidel and SOR respectively. 

Convergence Theorems 

Definition 1:  A square matrix 𝐴  is an  𝐿 −matrix if        and                            =
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Definition 2: A matrix 𝐴 =       is irreducible if and only if its directed graph   𝐴  is strongly 

connected. 

Definition 3: A square irreducible matrix  𝐴  is said to be weakly diagonally dominant if 

|   |  ∑ |   |

 

       

  =         

Definition 4:  Let a matrix  𝐴 = (    )  be a nonsingular matrix and define its comparison matrix 

as  〈𝐴〉 =  ,
−|    |               

    |    |               =  
 , then 𝐴 is  an  𝐻 −matrix if   〈𝐴〉 is a   −matrix. 

Lemma 1 (Varga, (2000)) 

Let 𝐴     be an irreducible square matrix. Then 

i. 𝐴  has a positive real eigenvalue equal to its spectral radius. 

ii. To the spectral radius of 𝐴  denoted as   𝐴 , there corresponds an eigenvector 𝑧   . 

iii.   𝐴  increases when any entry of 𝐴 increases. 

iv.   𝐴  is a simple eigenvalue of  𝐴. 

Lemma 2 (Young, (2014)) 

Suppose 𝐴 and    are two matrices of compatible size with   𝐴   representing the spectral radius 

of 𝐴  and       representing the spectral radius of  , if |𝐴|    implies that   𝐴      , where  

|𝐴| represents the moduli of the corresponding elements of  𝐴. 

Theorem 1:  If matrix 𝐴  is an 𝐿 −matrix, for all      and   such that                   

 ,  then the  TAOR iterative method converges for  (      )    .  

This theorem will be established using similar ideas from works of Youssef and Farid (2015), Wu 

and Liu (2014) and Hadjidimos (1978). 

Proof:  Suppose that   ̇ =             , with the assumption in mind, we can easily obtain 

  −      𝐿   =        𝐿        𝐿        𝐿                  

           𝐿                                     

Therefore, for the matrix of iteration, it gives   

      =   −      𝐿      −       −       𝐿                                  

Implying that          is a nonnegative matrix then by lemma 1, it follows that   ̇ is an eigenvalue 

of         . If 𝑧     is the eigenvector corresponding to  ̇, then it implies that         𝑧 =  ̇𝑧  which 

yields the following equations below; 

  −  𝐿 −  𝐿      −       −       𝐿     𝑧 =  ̇𝑧                                         

*
   ( ̇ −  )   ( ̇ −  )

 
 𝐿   + 𝑧 = (

 ̇   −  

 
)  𝑧                      

Equation (17) indicates that   
 ̇    

 
   is an eigenvalue of   

   ( ̇  )  ( ̇  )

 
𝐿   , hence (17) yields 

 ̇   −  

 
      (

   ( ̇ −  )   ( ̇ −  )

 
𝐿   )                            

It is easily seen that   
   ( ̇  )  ( ̇  )

 
    so that 

     
   ( ̇ −  )   ( ̇ −  )

 
𝐿     

   ( ̇ −  )   ( ̇ −  )

 
 𝐿      

=
   ( ̇ −  )   ( ̇ −  )

 
                                                                                                        

Where          is the Jacobi matrix and combining equations (18) with (19), yields 



Journal of Science, Technology, Mathematics and Education (JOSTMED), 16(2), June, 2020 
 

140 
 

 ̇   −       ( ̇ −  )   ( ̇ −  ) (      )                                           

Simple manipulation on (20) results into 

 (      )   
 ̇   −  

   ( ̇ −  )   ( ̇ −  )
                                   

And thus we obtain 

 (      )                                                       

Now, suppose   (      )   , then it becomes 

 ̇   −  

   ( ̇ −  )   ( ̇ −  )
                                               

Which implies  ̇   , so that if  (      )    then the TAOR method  equally converges {that is 

 (      )     since the spectral radius of the Jacobi matrix {  (      )  is incorporated inside the  

TAOR iterative method. Hence, the theorem is completed and proved. 

 

Theorem 2: If 𝐴 is an irreducible matrix with weak diagonal dominance, then the TAOR iterative 

method converges for all          and       . 

We shall employ the ideas of authors like Hadjidimos (1978), Wu and Liu (2014) and Youssef 

and Farid (2015) to prove the theorem. 

Proof: Let 𝐴  be an irreducible matrix, for some eigenvalue   ̇  of         , we assumed that 

| ̇|   . For this  ̇, the relationship in (24) holds 

   (      −  ̇ ) =                                                                         

Simple transformation was performed on (24) to obtain  

      =                                                                                  

Where     is given as 

 =  −
   ( ̇ −  )   ( ̇ −  )

 ̇   −  
𝐿 −

 

 ̇   −  
                                  

The moduli of the coefficients of  𝐿  and    in (26) are less than one. To prove this, it is 

sufficient and necessary to prove that  

| ̇   −  |  |   ( ̇ −  )   ( ̇ −  )|                    | ̇   −  |  | |             

 suppose   ̇  =          where   and     are real with       , then the first inequality in (27) 

is equivalent to; 

  −           −          −   −                 −                 

−   −                                                                                                                            

Which holds for    =  , otherwise it is equivalent to; 

                 −         −         −                         

Since the expression in the brackets above is nonnegative, (29) holds for all    if and only if it 

holds for      =  ,  hence (29) is equivalent to  

  −             −                                                  

Which is true, similarly, the second inequality in (27) is equivalently  

    −     −       −                                                 

Which for same reason, must be satisfied for       =  ,  then equation (31) is equivalent to 

  −     −                                                           

Which holds for   =  , thus we have  

 |
     ̇ −       ̇ −   

 ̇   −  
|                       |

 

 ̇   −  
|                                  
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Given that 𝐴  is irreducible with a weak diagonal dominance, it signifies that     𝐴 =  − 𝐿 −    

equally have the same properties too. This is also true for   , considering that 1 is greater than 

the modulus of the coefficients of  𝐿 and    and they differs from zero. Hence it implies that  

           which contradicts (25) and consequently (24). Hence               impying that the 

TAOR method converges and this completes the proof.  

Theorem 3: If the coefficient matrix  𝐴  is an  𝐻 −matrix with the domain         

             , then the TAOR method converges to the true solution for any initial guess 𝑧     

Proof:  Let  𝐴  be an  𝐻 −  matrix with splitting of  𝐴 into   − 𝐿 −    and the regular splitting of 

𝐴 into    𝐴 =  −   by the proposed TAOR method having choices   =   −      𝐿  and  

 =   −       −  −   𝐿    , then the comparison matrix   〈𝐴〉 =  − |𝐿| − | |, with 

choices of    〈 〉         〈 〉  is obtained as 

  〈 〉 =   −      |𝐿|    〈 〉 = (  −   | |    −  −   |𝐿|   | |)       

Then one can obtain 

|  −      𝐿   | = |       𝐿        𝐿        𝐿            𝐿    |              

         |𝐿|        |𝐿|        |𝐿|            |𝐿|        

   −      |𝐿|   =                                                                                                

Also taking the modulus of the matrix    to obtain  

| | = |  −       −  −   𝐿    |

              = (  −       −  −   |𝐿|   | |)

                        −       −  −   |𝐿|   | | =  

                                  

This implies that  | |   , and similarly, the modulus of matrix           gives 

|      | = |  −      𝐿    (  −       −  −   𝐿    )|                                                        

= |        𝐿        𝐿        𝐿            𝐿                                 

    −       −       𝐿        |                                                                   

   −       −        |𝐿|    −         |𝐿|    −  −   |𝐿|                      

        −  −   |𝐿|          −  −   |𝐿|          |𝐿|| |

        |𝐿| | |                                                                                            

    −      |𝐿|    (  −       −  −   |𝐿|   | |) =                                   

Obviously, it is shown that |      |        , since it holds, then applying lemma 2 to it implies 

that 

         (      )                                                                

And             if and only if     − | |   is a monotone matrix, that is  

 −  =  −      |𝐿| −    −       −  −   |𝐿|   | | =     − | |                   

Given that  𝐴   is an   𝐻 matrix, then     − | |   with       is a monotone matrix, therefore 

the TAOR iterative method converges for 𝐻 −  matrices and the theorem is completed. The idea 

of the above proof is obtained from similar proofs of Wu and Liu (2014) and Yun (2008). 

Numerical Samples and Discussion 

Numerical Samples   

Sample 1: Considering the linear system 𝐴𝑧 = 𝑏  from Ndanusa (2012). 
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[
 
 
 
 
 
 
 

  

 
−

 

 
−

  

 
 

−
 

 

  

 
 −

  

 

−
  

 
 

  

 
−

 

 

 −
  

 
−

 

 

  

 ]
 
 
 
 
 
 
 

 [

𝑧 

𝑧 

𝑧 
𝑧 

] =  

[
 
 
 
 
 
 
 
 

 
 

  
  

 
  

  ]
 
 
 
 
 
 
 

                                                   

The solutions of (40) for   =      =            =    , with tolerance of 10 decimal places is 

presented in table 1 

 

Sample 2: Consider the system of linear equations expressed in matrix form   𝐴𝑧 = 𝑏 

(

 
 
 
 
 
 

 −  −      
−  −  −     
 −    −    

−    −  −   
 −  −  −  −  
  −  −    − 
   −    −  
    −  −  − 
     −  −  )

 
 
 
 
 
 

(

 
 
 
 
 

𝑧 

𝑧 
𝑧 

𝑧 
𝑧 

𝑧 
𝑧 
𝑧 

𝑧 )

 
 
 
 
 

=

(

 
 
 
 
 
 

    
    
    
    

 
 

    
    
    )

 
 
 
 
 
 

                   

The numerical solution of (41) is obtained using methods of AOR and TAOR for values   =     

 =            =    , results tabulated in table 2 

 

Sample 3: In this sample, we consider the system of linear equations from Mohammed and 

Rivaie (2017) in the form 𝐴𝑧 = 𝑏 

(

 
 
 
 
 
 
 

 −  −  −  −   
−  −  −  −  −  
 −  −  −  −  − 

−  −  −  −  −  
 −  −  −  −  − 

−  −  −  −  −  
 −  −  −  −  − 

−  −  −  −  −  
 −  −  −  −  − 
  −  −  −  −  )

 
 
 
 
 
 
 

(

 
 
 
 
 
 
 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧 

𝑧  )

 
 
 
 
 
 
 

=

(

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 )

 
 
 
 
 
 
 

                      

(42) is solved with methods of AOR and TAOR for the same values of  parameters in sample 1 

using maple 2017 software. The results are displayed in table 3.  

 

Table 1: Numerical Result of AOR and TAOR Methods for sample 1 

No of 
Iterations 

𝑧  AOR TAOR 

1 

𝑧 
𝑧 
𝑧 

𝑧 

 

            
            
            
            

 

            
            
            
            

 



Journal of Science, Technology, Mathematics and Education (JOSTMED), 16(2), June, 2020 
 

143 
 

2 

𝑧 
𝑧 
𝑧 

𝑧 

 

            
            
            
            

 

            
            
            
            

 

        

22 

𝑧 
𝑧 
𝑧 

𝑧 

 

            
            
            
            

 

            
            
            
            

 

       

32 

𝑧 
𝑧 
𝑧 

𝑧 

 

            
            
            
            

  

 

Table 2: Numerical Result of AOR and TAOR Methods for sample 2 

No of 
Iterations 

𝑧  AOR TAOR 

1 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧 

 

              
              
              
              
             
             
              
              
              

 

              
              
              
              
              
              
              
              
              

 

2 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧 
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56 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧 

 

              
              
              
               
              
              
              
              
              

 

              
              
              
               
              
              
              
              
              

 

       

81 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧 

 

              
              
              
               
              
              
              
              
              

  

 

Table 3: Numerical Result of AOR and TAOR Methods for sample 3 

No of 
Iterations 

𝑧  AOR TAOR 

1 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧  

 

            
            
            
            
            
            
            
            
            
            

 

            
            
            
            
            
            
            
            
            
            

 

2 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧  
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43 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧  

 

            
            
            
            
            
            
            
            
            
            

 

            
            
            
            
            
            
            
            
            
            

 

       

60 

𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 
𝑧 

𝑧  

 

            
            
            
            
            
            
            
            
            
            

  

 

Discussion 

Three numerical samples of                and         linear systems with accuracy of 10 

decimal places were illustrated using Maple 2017 software. The results of TAOR method 

obtained are compared with that of AOR method. The new method (TAOR) converges at 22nd, 

56th and 43rd iterations in comparison to 32nd, 81st and 60th iterations of the AOR method for 

sample 1, 2 and 3 respectively.  

 

Conclusion  

In this research work, a new improved Accelerated Over-relaxation method has been proposed, 

namely the TAOR method. Convergence criteria for some special matrices were examined and 

the proposed method was compared with AOR method by rate of convergence. Outcome of the 

findings reveals that the new improved AOR method performs much better than the existing 

AOR method. Also, the study has shown that introduction of another acceleration parameter in 

the AOR scheme increases convergence of the new method. 
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