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ABSTRACT 

Artificial intelligence (AI), as a branch of computer science, is capable of analysing long-series and 
large-scale hydrological data. In recent years, AI technology has been applied to the hydrological 
forecasting modelling. It is essential to determine the hydrological system of River Niger, which is 
the major water sources of the annual flood in Lokoja, Kogi State, Nigeria. This paper investigates 
and compares the forecasting capability of three algorithms namely Artificial Neural Network 
(ANN), Support Vector Machine Regression (SVM Reg.) and Random Forest (RF) to determine the 
optimal model for forecasting downstream river flow. Daily discharges data from 2001 to 2019 were 
obtained from National Inland Waterways Authority at Lokoja, Kogi State, Nigeria and applied in 
the forecasting analysis. Discharge data were divided into 65:35 percent for training and testing 
respectively. The results of evaluation criteria based on Root Mean Square Error (RMSE), Nash-
Sutcliffe Efficiency Coefficient (NSEC), Coefficient of correlation (CC) and Accuracy (ACC) 
showed that all the models applied gave perfect results except the value obtained for uncertainty 
analysis in ANN model which was 1.4445 and 0.6219, was slightly high when compare with the 
values of RF 0.1634 and 0.0134 and SVM Regression models 0.1634 and 0.1210 in testing and 
training phases respectively. This is caused by the failure of ANN model to carry out pre-processing 
of discharge data, to remove all the error present in the data unlike the SVM Regression and RF 
models. Therefore, the RF and SVM Regression algorithms are considerably more adaptive in 
optimizing the forecasting problem for the river flow prediction. 

Keywords: Artificial Neural Network, Machine Learning Models, Random Forest, River Prediction, 
Support Vector Machine regression.  
 

 

INTRODUCTION 

River flow prediction is a requirement for 
various uses of water resources like design of 
reservoir and flood warning systems. The 
process of hydrology of river flow is very 
complicated in which a simple data driven 
model cannot expound its characteristics. It 
is very essential to investigate the suitable 
models to a high degree for estimating 
uncertainties in stream-flow, the nonlinearity 
and seasonal flow of river. In this study, 
Artificial Intelligence models which consists 
of Artificial Neural Network - ANN, Support 
Vector Machine Regression – SVM 
Regression and Random Forest – RF were 
used to predict the streamflow of River 
Niger, Lokoja, Kogi State, Nigeria.  

The SVM technique depends on the principle 
of statistical learning (Vapnik 1998). The 

SVM is one type of neural networks that has 
gain increasing attention in the classification 
of pattern and in the estimation of nonlinear 
regression because of its generalization 
performance (Cao and Tay Francis, 2003). 
SVM is a type of supervised machine 
learning algorithm which belongs to kernel-
based learning techniques and it uses a linear 
high dimensional hypothesis space called 
feature space and thus, the SVM has gained 
a wide popularity. The basic principle of the 
SVM is that it uses kernel functions 
implicitly, mapping the data to a higher 
dimensional space (Bhagwat and Maity, 
2012). Random Forests (RF) are supervised 
machine learning algorithms that have of 
recent gained popularity in water resource 
applications. It has been used in a various 
water resource research domain, which 
include simulation of discharge and water 
level. Random forest is an alternate approach 
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to physical and conceptual hydrological 
models for large-scale hazard assessment in 
various catchments due to its inexpensive 
setup and operation costs (Jibril et al., 2022). 
Ighile et al. (2022) applied Machine learning 
and GIS to predict flood prone areas in 
Nigeria from 1985 – 2020. They used 
Receiver operating characteristic curve and 
Area under Curve to evaluate the ANN and 
Logistic Regression models and found that 
both models can predict flood prone areas 
well.  

Miller et al. (2018) applied RF to quantify 
monthly flow of river from 1950 to 2015 and 
obtained very high coefficient of NSEC of 
0.85. The actual/predicted ratio of 94% 
implied a better consistency between 
predicted and actual river flow at almost 
2000 gaging station. Sha et al. (2017) 
compared daily discharge using five various 
algorithms, given as: Basic extreme learning 
machine, extreme learning machine with 
kernels, random forest, back-propagation 
neural network, and support vector machine. 
The results indicated that the extreme 
learning machine with kernels algorithm 
have the best performance when compared 
with the other four algorithms, and the basic 
extreme learning machine algorithm has the 
least performance. The RF algorithm has 
good performance in peak flow prediction, 
while the extreme learning machine with 
kernels algorithm performed best in low flow 
prediction. Tongal et al. (2018) Predict and 
Simulate discharge data with the use of 
Support Vector Machine Regression (SVM 
Reg.), Artificial Neural Networks (ANNs), 
and Random Forest (RF) using precipitation 
(P), temperature (T), and Potential 
EvapoTranspiration (PET) as its function. 
Mohammad et al., (2016), Modelled River 
discharge time series using support vector 
machine and artificial neural networks and 
compared the performance with 
conventional method of rating curve and 
Multi linear regression. The result obtained 
indicated that the SVM and ANN has a better 
performance than that of Rating Curve and 
MLR, which are convectional method. Qiu et 

al. (1998) combined the use of fuzzy pattern 
recognition activation function with an ANN 
model for prediction of runoff. Activation 
function is a mathematical equation which 
determines the output of a neural network. 
This function grouped the runoff into 
monsoon and non-monsoon periods, which 
pointed nonlinear and periodic behaviour of 
the river system (Chen et al., 2015). Liong 
and Chandrasekaran, (2007) applied a 
machine learning algorithm of SVM and 
ANN for flood prediction at Dhaka, 
Bangladesh, and discovered that the 
predictive ability of SVM is better than that 
of ANN.  

River Niger in Lokoja, Kogi State is always 
flooded during the peak of the raining season 
of every year. Thereby leading to the 
destruction of lives, infrastructures and 
properties in the area (Jimoh & Salami, 
2020). Abdulkadir et al., (2012) applied 
ANN model to the management of 
hydropower Reservoir along River Niger in 
Nigeria. They used ANN to predict reservoir 
storage capacity along River Niger in 
Nigeria. The results obtained yield a better 
prediction both in training and testing phases 
for Jebba (0.95 and 0.97) and Kanji 
Reservoir (0.69 and 0.75). They failed to 
study the predictive power of flow of River 
Niger as a result, little work has been done on 
River Niger flow prediction with the use of 
combination of ANN and Machine learning 
models. Hence the need to study the flow 
prediction of the River Niger using the 
combination of three AI models (ANN, SVM 
Regression and RF). In view of this, the aim 
of this paper is to compare the forecasting 
performance of the three (3) models used for 
river Niger flow prediction and to find the 
uncertainties associated with each of the 
model.  

METHODOLOGY 

Collection of Data 

All the relevant discharges (daily discharges 
data) from Lokoja gauging station at 
National Inland Waterways Authority which 
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were available from the past were collected 
from 2001 to 2019. The collected 
information formed the sample space for the 
random variable under consideration.  

Artificial Intelligence and Machine 
Learning Models 

Artificial Neural Network (ANN) model 

Artificial neural network (ANN) is a 
computer programs that is biologically 
inspired and designed to simulate the way in 
which the human brain processes 
information. ANNs gather their knowledge 
by detecting the patterns and relationships in 
data and learn through experience, not from 
programming. The use of ANN models has 
contributed to an increase of interest within 
hydrology and hydraulic community. A 
number of ANN models have been used in 
hydrological modelling (Renaud  & Robert, 
2022; Kumar et al., 2016; Tanty, & 
Desmukh, 2015 and Gunathilake et al., 
2021). The Artificial Neural Network 
(ANN)-based machine learning methods 
have made great progress than ever before, 
such as the deep learning and reinforcement 
learning (Kan et al., 2020). It consists of a 
three-layer feed forward ANN, the input 
layer consists of nodes, which are joined or 

linked with an activation function to the 
hidden layer and it also consists of nodes in 
the output layer. An objective function is 
obtained by comparing the differences in the 
actual and predicted output. ANN model has 
three layers called input, hidden and output 
layers. A concept of ANN is introduced from 
input to hidden layer and is defined as 
follows:  

bqwQ j

n

i
iji 

1

       (1) 

Where 
iQ are nodes in the hidden layer (i= 1, 

2…, n) and in

jq connotes nodes in the input 

layer (j= 1, 2..., k). The connecting factor ijw

denotes the weight parameters from the input 
to the output layers and b is the bias. Fig. 1 
shows a basic overview of ANN topology. 
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Fig. 1 shows a basic overview of ANN topology. 
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Support Vector Machine Regression (SVM 
Regression) Model 

SVM is a powerful supervised machine 
learning algorithm which employs various 
classifications and regression problems. It is 
based on Structural Risk Minimization as 
opposing the principle of Empirical Risk 
Minimization selected by conventional 
regression methods. It is one of the robust 
techniques for flood prediction. It (SVM 
Reg.) is a probabilistic approach whereas 
Support Vector Machine is based on 
statistical approaches (Anshul, 2021). It uses 
a hyper-plane that divides and segments the 
data and classes. SVM find the maximum 
margin between the hyper-planes that means 
maximum distances between the two classes. 
The equation of hyper-plane for a linearly 
separable data is obtained from straight line 
equation and given by:  

baxy      (2)  

By replacing x with x1 and y with x2, and 
substitute into equation (ii) the equation 
becomes: 

021  bxax     (3) 

If x is defined by (x1, x2) and  is given by 
(a, -1), which is a vector normal to 
hyperplane and b is the offset. Then the 
equation of the hyper-plane is given as: 

0bx      (4) 
The result of the hyper-plane was used to 
make the river prediction for the stream-flow 
with the following hypothesis function:  

 













01

0.1

bif

bxif
xQ i 


   (5) 

The point above the hyper-plane is classified 
as +1 and below is -1. The aim of this 
algorithm is to find the hyper-plane that 
could separate the dataset successfully.  
 

Random Forest (RF)Model 

Random Forest is a tree-based computer 
algorithms, and a supervised machine 
learning methods which employs the 
principle of ensemble learning methods, that 
is widely used in classification and 
regression problems (Sruthi, 2021).  

It is a predictive model with high accuracy,  
stability and ease of interpretation (Li et al, 
2016). RF performs better in regression and 
classification work. Hyper-parameters are 
employed in random forest to improve the 
performance and predictive power of models. 
The ensemble learning technique is a 
combination of multiple models. It uses 
bagging and boosting method. Bagging 
creates many trainings subset from the 
training data set with replacement and the 
output depends on majority voting. Boosting 
makes weaker learner to be stronger ones by 
making a sequential model in a way that the 
final model will have the highest accuracy.  It 
is calculated as the decrease in node impurity 
weighted by the probability of reaching that 
node. The node probability can be calculated 
by the number of samples that reach the 
node, divided by the total number of samples. 

For classification Gini impurity formula was 
applied. For regression, variance reduction 
using mean square error was adopted. 
Variance reduction can also be estimated 
using mean absolute error as well in Scikit 
learn. The equation used for classification is 
given by Gini impurity as: 

 
 i

n

i
i ff 



1
1      (6) 

Regression equation for variance or mean 
square error is given as:  

 
 

2

1

1




n

i
ii QQ

n      (7) 
Regression equation for variance or mean 
absolute error is given as:  

 



n

i
ii QQ

n 1

1

     (8)    
Where 

if  is the frequency of label i at a node 

and n is the number of instances or 
observation, 

iQ is the actual discharge and 

iQ is the mean of actual discharge. 

Evaluation criteria for Model 
Performance  

The evaluation and comparison of three 
models is carried out to determine the model 
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with the best performance. The model 
employed are ANN, Random Forest (RF) 
and Support Vector Machine regression 
(SVM Regression) models. Four (4) 
evaluation criteria were used to determine the 
best model performance, which are the root 
mean square error (RMSE) in m3/s, Nash 
Sutcliffe efficiency coefficient, correlation 
coefficient (CC), and the accuracy (ACC). 
The following evaluation criteria equations 
were applied in the study as shown:  

RMSE =  



n

i
ii QQ

n 1

ˆ1
   (9) 

NSEC = 
 
 

2

1
2

ˆ
1 
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i i
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    (11)    

ACC = 
 
 






n

i i

ii

Q

QQ

1

ˆ
1    (12) 

where
iQ , iQ̂ , Q  and n  represented the 

actual discharge, predicted discharge, mean 
discharge and number of instances 
respectively. RMSE which is the evaluation 
criteria is a measure of an absolute error. The 
smaller value of mean square error indicate 
that the model performance is better. RMSE 
values ranges from 0 – infinity, while NSEC, 
CC and ACC values ranges from zero to one 
(0 - 1), which implies no fit for a value of 
zero and a perfect or flawless fit for 1. 

RESULTS AND DISCUSSION 

Evaluation for Model Performance. 

The evaluation criteria were done for the 
ANN, SVM Regression and RF in training 
and testing but due to the bulkiness of the 
data, smaller portion of evaluation measures 
for ANN were presented in Table 1. 

Table 1: Evaluation Criteria for ANN Model in Training phase. 

ANN Model  RMSE  NSEC ACC 

Time Actual (Q) Predicted (Qi - Q^i)^2   (Qi-Q-)^2 (Qi-Q/Qi) 

01-Feb-01 2902 2894.912 50.239 -7.088 11075337.930 0.002 

02-Feb-01 2941 2929.425 133.980 -11.575 10817277.810 0.003 

03-Feb-01 2949 2963.988 224.640 14.988 10764718.410 -0.005 

04-Feb-01 2949 2971.083 487.658 22.083 10764718.410 -0.007 

05-Feb-01 2902 2971.083 4772.460 69.083 11075337.930 -0.023 

06-Feb-01 2889 2929.425 1634.180 40.425 11162033.970 -0.013 

07-Feb-01 2811 2917.915 11430.817 106.915 11689308.200 -0.038 

08-Feb-01 2760 2848.972 7916.016 88.972 12040643.430 -0.032 

09-Feb-01 2760 2804.001 1936.088 44.001 12040643.430 -0.015 

10-Feb-01 2760 2804.001 1936.088 44.001 12040643.430 -0.015 

11-Feb-01 2760 2804.001 1936.088 44.001 12040643.430 -0.015 

12-Feb-01 2915 2804.001 12320.778 -110.999 10988979.890 0.038 

13-Feb-01 2712 2940.94 52413.523 228.940 12376063.880 -0.084 

14-Feb-01 2688 2761.753 5439.505 73.753 12545502.110 -0.027 

15-Feb-01 2640 2740.657 10131.831 100.657 12887834.560 -0.038 

16-Feb-01 2628 2698.523 4973.493 70.523 12974137.670 -0.026 

17-Feb-01 2640 2688.001 2304.096 48.001 12887834.560 -0.018 

18-Feb-01 2664 2698.523 1191.837 34.523 12716092.330 -0.012 

19-Feb-01 2664 2719.580 3089.136 55.580 12716092.330 -0.020 

20-Feb-01 2664 2719.580 3089.136 55.580 12716092.330 -0.020 

21-Feb-01 2671 2719.580 2360.016 48.580 12666217.850 -0.018 
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22-Feb-01 2676 2725.726 2472.675 49.726 12630653.220 -0.018 

23-Feb-01 2664 2730.116 4371.325 66.116 12716092.330 -0.024 

24-Feb-01 2628 2719.580 8386.896 91.580 12974137.670 -0.034 

25-Feb-01 2640 2688.001 2304.096 48.001 12887834.560 -0.018 

26-Feb-01 2346 2698.523 124272.465 352.523 15085168.820 -0.150 

27-Feb-01 2301 2442.110 19912.032 141.110 15436750.490 -0.061 

28-Feb-01 2301 2403.117 10427.881 102.117 15436750.490 -0.044 

29/02/2001 2251 2403.117 23139.581 152.117 15832146.800 -0.067 

30/02/2001 2168 2359.870 36814.096 191.870 16499543.660 -0.088 

01-Mar-01 2616 2288.265 107410.230 -327.735 13060728.780 0.125 

02-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

03-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

04-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

05-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

06-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

07-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

08-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

09-Mar-01 2616 2677.484 3780.282 61.484 13060728.780 -0.023 

       

SUM 30838317  3480735048 445465.217 1.56784E+11  

RMSE   838.5575696 0.1202   

MEAN 6229.963    
  

NSEC     0.9777  

Uncertainty 

Analysis 

0.0144 

1.4445    

 

 

Comparison of AI Model Performance. 

Table 2: Summary of the Model Performances for ANN, RF and SVM Reg.  

Algorithm Training  Testing 

                           RMSE    NSEC          CC       ACC            RMSE       NSEC        CC      ACC    

ANN                0.1202     0.9778     0.9879     1.0033        6.4284        0.9820     0.9910   1.0020     
Random F.        0.0116     0.9961     0.9983    1.0010        3.2955        0.9922     0.9956   1.0016    
SVM reg.          0.0348     0.9887     0.9982    1.0010        3.2955         0.9922    0.9914   1.0016         

 

Fig. 2 shows the scattered plot of actual and predicted discharges by the three algorithms 
applied (SVM Regression RF and ANN) in testing phases. 
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Fig. 2: Actual and Predicted discharges of 
different algorithms in the testing stages. 

The SVM Regression and RF models portray 
good agreement between the actual and 
predicted discharges in testing stages. The 
plot of the intensively distributed dots along 
the ideal line from 1500 - 2000m3/s implies 
that the low river flow are mostly well 
predicted. The reason been that the regular 
occurrence of low values allows an improved 
or good generalization of the trained model. 
The performance of ANN model is not good 
as compared with that of RF and SVM Reg. 
in the low flow during the testing phase from 
1500 – 2000m3/s. Fig. 3 (a – c) depicts the 
time series of actual and predicted discharges 
by the ANN, SVM and RF algorithms and 
starred five actual extreme values. The 

values are provided in Table 3 together with 
the algorithms employed.     

 
(a)     
  (b)  

 

(c) 

Fig. 3: Testing from 2014-2019 (a) ANN; (b) 
Support Vector Machine Regression (c) 
Random Forest 

It was observed that all the three algorithms 
employed captured all the extreme values. It 
starred the extreme values for the actual 
discharges. The peak value was obtained at 
extreme point 5 for all the models. The peak 
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value was under predicted by the ANN 
model and have a good prediction for both 
RF and SVM Regression due to the relative 
closeness algorithms result. Extreme values 
2, 3 and 4 over-predicted the actual 
discharges, while SVM Regression predicts 
well the actual discharge in extreme value 1. 
RF slightly under predict and ANN slightly 
over predict the actual extreme value at point 
1. The relative mean error between the actual 
and predicted discharges are the same for 
both RF and SVM Regression which was 
0.0090, while ANN has a slightly higher 
relative mean error of 0.0100 when compare 
with that of RF and SVM Regression 
respectively.  In addition, the values of 
uncertainty analysis 1.4445 and 0.6219 for 

ANN is very high in training and testing 
respectively, while RF has the uncertainty 
values of 0.0134 and 0.1634 in training and 
testing respectively. SVM Reg. has the 
uncertainty analysis values of 0.1210 and 
0.1634 in training and testing.  

Table 3 presented the summary of the values 
of the extreme points and relative mean error 
for the three models employed in this study. 
The values for the extreme points were 
displayed and the least relative mean error 
was obtained by SVM Reg. and RF, while the 
ANN has a slightly high relative mean error 
when compare with that of SVM Reg. and 
RF.

 

Table 3: Extreme and Relative Mean Error values obtained for the algorithm  

Algorithm          Extreme     Extreme      Extreme      Extreme          Extreme           Relative  
                           Value 1      Value 2      Value 3        Value 4           Value 5            Mean 
                           (m3/s)         (m3/s)         (m3/s)          (m3/s)               (m3/s)              Error 

Actual Q              19695          17280           10855           19640            42248 
ANN                   19965.22      17914.08      20299.73      28822.85       33963.24        0.0100 
SVM Reg.           19633.11      17495.93     19660.19       29937.88       42361.77        0.0090 
RF                       19408.46      17495.93      19854.75      29937.88       42361.77        0.0090 
 

Confidence Interval (CI)  

Confidence Interval is the range in which the 
true mean value will lie with a high 
probability. In order to calculate CI, the 
distribution function of the mean values or 
variables in the observation is essential. 
Assume that the distribution is normally 
distributed, the CI for the mean value is given 
in equation (13) as:  

n
zQCI


*     (13)  

where CI is the confidence interval, Q is the 

mean discharge, z is the value for the 
confidence interval for 95% and 99% CI 
which is given by 1.96 and 2.57 respectively, 
 is the standard deviation and n is the 
number of instances or observation 
(DATAtab, 2023). The mean, variance, 95% 

and 99% CI of the three algorithms employed 
in this study are provided in Table 4. 

The statistical analysis is essential in order to 
examine the significance or importance of 
the differences. The mean value obtained 
from SVM Regression and RF are closer to 
the actual mean value as compare with that 
of ANN that is a slightly above the actual 
mean. The three models obtained variances 
that is slightly above the actual variance, this 
implies that the predicted results are widely 
distributed.  The closest value to the actual is 
achieved by RF algorithm for the mean with 
95% CI, but there is a slight difference in the 
actual value when compared with the other 
algorithm employed. As a result, the 
predicting performances by these three 
algorithms are comparable.  
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Table 4: Statistical Analysis of different algorithm used for testing period. 

Algorithm      Mean (m3/s)   Variance (m6/s2)  Mean of 95% CI (m3/s)    Mean of 99% CI (m
Actual Q             6645.01           36398877                 6.8994                                  6.9786          
ANN                  6686.34           36585845                 6.9414                                  7.0208          
SVM Reg.          6655.87           36608461                  6.9110                                  6.9905         
RF                      6655.87            36608461                 6.7125                                   6.9905        

CONCLUSION 
In conclusion, the performances of the three 
models employed are compared. The purpose 
is basically to consider a relatively reliable 
model for river prediction at the downstream 
part of the river. The input variables 
employed were the discharges of River Niger 
from 2001 to 2019. The capability to capture 
extreme values and four statistical 
evaluations (RMSE, NSEC, CC and ACC) 
were employed to estimate the predicting 
performances. The results indicated that the 
three algorithms perform well on 
generalization and forecasting of daily 
discharge data used. In addition, Random 
Forest performs excellently with high 
efficiency due to its ability to handle binary, 
continuous and categorical data. It also has 
the ability to reduce the risk of over-fitting, 
reduction in training time, fixing of the 
missing data and the stability is very high. 
ANN displayed high rate of uncertainty 
analysis 1.4445 in this study when compared 
with the RF and SVM Regression. Therefore, 
the best model with the least error in the 
stream flow data set is RF followed by SVM 
regression. The models adopted in this study 
can be used to solve the nonlinear and non-
differential problems in multidimensional 
space.      
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